שיצרנו וקטורים לכל tweet שמכיל את כל המילים ב-Tweet וכמה פעמים הם הופיעו

כל הויקטורים יש את אותו סדר לפני הדומא של עופר החמוד "אמא" תמיד יהיה הערך הראשון בוקטור

sparse\_matrix – מטריצה שיש בה הרוב אפסים

train\_test\_split – מפצל את הוקטורים לוקטורים של בדיקה ווקטורים של אימון

fit – פונקציה שיש בכול המודלים לאימון של המודל

n\_estimators = 100 – כמה עצי החלטות שהוא

הצגה:

לספר את הבעיה, להציג מה למדנו.

להציג מה למדנו את הDATA (ניקוין וכו.)

נציג את התוצרות של הקוד מקור

לראות איפה אנחנו שיפורנו

הסבר על הספריות, דרך שימוש, איך הדברים עוברים מאחרי הקלעים

להסביר את ה-plt, מה כל ריבוע אומר.